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This paper identifies yet another field of research, the disciplinieuafan computer interaction
where the concept of self-similar fluctuations can play a vital role. A concept of interaction between
computation and cognition is developed that is friendly toward the cognitive process. It is argued
that friendly interactions must have a memory and be antipersistent. To cast this in a mathematical
form, fluctuations in the interactions recorded over a period of time are studied, and it is shown that
these fluctuations must necessarily be self-similar with the value of the self-similarity parameter
confined to the interval0, 1/2, for the interaction to be friendly. A statistical measure of
complexity, of the interaction process, is also formulated as a function of the self-similarity
parameter. Finally the question is raised as how to build a friendly software and a possible

evolutionary process through which friendly softwares may emerge is indicate@00® American

Institute of Physics.[DOI: 10.1063/1.1383548

The French mathematician Henri Poincarg while work-
ing on celestial mechanics about a hundred years ago,
obtained an unique glimpse into the rich behavior of dy-
namical systems. This comprehension was not solely a
product of his mathematical insight but the product of
pure insight augmented by numerical calculations done
laboriously by hand. The latter inconvenience has been
removed, in recent times, by powerful computing soft-
wares, enabling theoretical analysis and numerical inves-
tigation to proceed side by side and resulting in the spec-
tacular advances in the understanding of dynamical
systems that we see today. Is it possible to take a step
further and forge a symbiosis between intuitive knowl-
edge and computer generated understanding? A symbio-
sis that will enhance one’s ability to explore and innovate,
analyze and reflect, reason laterally, and even play a
game of chess with inspiration. Recently some cognitive

with finance and economidswith the natural variability in
physiological form and functioh,and even with the traffic
flow in the ethernet.The cited bibliographical guide to self-
similar processésattests to the ubiquity of such fluctuations.
Often self-similarity manifests itself asfiioise and the oc-
currence of such noise is well documentdd.this paper we
exploit these concepts to develop a notion of frienlynan
computer interactiorHCI).

Research work in HCI has traditionally been dominated
by the question ofuser friendlinessHere the focus is on
understanding how people use the computer and therefore
how to design better interfaces that make the computers user
friendly. Good graphics, a smart use of color and visual dis-
play, speech recognition, etc., go a long way toward achiev-
ing this aim® An important assumption made in these inves-
tigations is that the essential information processing is
mainly done by the computer. The user feeds in the input and

scientists have started pondering over these issues, issuesinteracts with the computer in a routine manner until the final

which are no doubt difficult to come to grips with. For
that reason, we start in this paper by asking—what
would be the signature of such a symbiosis or when
would we say that a problem solving process has been a
cooperative process between cognition and computation?
This question is tractable to some extent, as we show, by
using the methods generally employed to investigate noise
and fluctuation phenomena. Our work leads to further
guestions, the answers to which will provide valuable in-
sight, and which we believe will yield to a probing with
the tools of nonlinear analysis. In keeping with the theme
of this focus issue we invite the readers of this journal to
try out these questions.

I. INTRODUCTION

output is obtained. This does not take into account that, in
problem solving processes, where computing softwares are
used as aids, the user also processes a lot of information.
Treating users as co-information-processors gives rise to the
problems dealing with the cognitive interface in HCI, as op-
posed to the physical interfaces encountered in routine
computing’ and highlights the need for computing packages
to assist in the cognitive process. In other words softwares
should not only be user friendly, but also cognition friendly,
and it is this aspect of HCI we propose to investigate. Here
by the termscognitive processand computing processve
mean the information processing carried out by a human and
a computer, respectively.

Let us state the problem along with its context. Suppose
a cognitive agenthumans, in conjunction with acomputing
agent (computery desires to undertake a certain problem-
solving activity. This can be a real time interaction with

Self-similar fluctuations incorporating long range depen-some entity in the environment that is dynamic and complex
dence have been associated with a wide range of phenomerand making decisions to guide its evolution. This can be an
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attempt to understand some natural phenomenon like turbudkhe appropriate action at each stage. At any stage, the cogni-
lent flow, or it can just be playing a game of chess. In all oftive agent feeds in the data regarding the current state into
these, the cognitive agent’s aim would be to resolve the probthe computing agent and obtains an output which indicates
lem at hand in a manner that is conducive to better comprethe course of action to be taken. The onus is now on the
hension or to further development along a desired directioncognitive agent to decide whether or not to accept this course
How would she interact with the computing agent in order toof action and therein lies the essence of the interaction.
achieve this aim? At any stage only a part of the problem encountered
The essential point we are trying to identify and under-might be comprehensible to the cognitive agent while the
stand is a form of interaction between the process of cognirest is incomprehensible. The latter part may consist of situ-
tion and the process of computation, which is equivalent to ations which require involved and long calculations or it may
partnership. The cognitive process is essentially differentonsist of situations about which the cognitive agent has no
from the computing process. Computation is an algorithmigorior knowledge. Consider the comprehensible part first. The
process that proceeds according to precise and consistegdgnitive agent may or may not agree with the entire com-
rules. Although modern computers are very efficient in pro-puted output for the comprehensible part or she may disagree
cessing long and complicated algorithms, this does not alwith only a part of it, i.e., the computed course of action may
ways help when one is engaged in performing complexot always appeal to the intuitive process. The cognitive
tasks; sometimes these tasks cannot be performed algorithgent would then accept only that part of the computed
mically because no such algorithms exist, and sometimes théburse of action with which she agrees. For the incompre-
simplifications one introduces to obtain an algorithm arehensible part the question of agreement with the computed
such that the task performed is significantly different fromcourse of action does not arise, as the cognitive agent has no
the intended one. Since the cognitive process is not hamntuitive understanding of the situation to start with. She
pered by the strict rules of computation, it is often moremay, however, decide to accept a part or the whole of the
capable of handling such situations. One takes advantage @bmputed course of action. This will depend on the amount
one’s experiences, beliefs, intuitions, and even prejudices tgf fajth the cognitive agent has in the abilities of the com-
arrive at inSpirEd conclusions that are Certainly not aCCGSSibIButing agent' and this in turn will depend upon the past per-
through the process of computatidkve believe, when faced formances of the computing agéfit.
with complex tasks that require problem solving ability, the  The accepted course of action at any stage will therefore
best strategy would be a cooperation between these differegpnsist of:(a) a part which is purely cognitive in origir(b)
processes. A cooperation where computation is guided with part which is suggested by the computing agent and with
cognitive insight and cognition is inspired by feedback fromyyhich the cognitive agent agrees; afg a part which is
computed results. When such a partnership exists we say th&ﬁggested by the computing agent but with which the cogni-
the interaction iscognition friendly tive agent is unable to agree or disagree. Let the fractigns
To develop a mathematical model of such interactionsﬁy and y correspond to partga), (b), and (c) of the total
we start by defining the concept dbminancein Sec. Il. In gction: a+ B+ y=1. We now define the concept of domi-
Sec. lll we study the fluctuations in accumulated dominance,gnce.
as observed in a series of interactions. A necessary condition, pominance At any stage of interaction, the dominance
that such fluctuations must satisfy, for interactions to be 5 measures the amount by which the cognitive process
friendly, is then deduced. In Sec. IV a measure of complexity 55 dominated over the computing process.
is introduced which is statistical in nature and serves as ®learly part(b) of the accepted course of action will not

measure of correlation and partnership. In Sec. V we identify.,nripute tos as both the agents agree over this part. Domi-
a process of evolution through which cognition friendly soft- 5 nce will depend upon the amount by which péat ex-

wares may emerge. This Ieads to unanswered questiongags par(c), hence we seb=a—y. 6 can take all the
which are noted in the concluding Sec. VI. values in the intervgl—1, 1], the negative values indicating
the dominance of the computing process over the cognitive
process. We stipulate that the cognitive agent exercise her
judgement and assign values 49 8, and y at every stage.
The aim of the cognitive agent is to maneuver someThis makes the process subjective but it is this subjectivity
aspect of the environment, which we call teggsstem (of in-  that is desired, for the concept of friendliness is a subjective
terest)and guide its evolution as desired. This is done in aconcept. The value of dominance at each interaction should
manner similar to that in a multi-stage decision making pro-therefore reflect the subjective impression of the cognitive
cess. To start with the cognitive agent determines the initiahgent involved in that interaction.
state of the system and exerts control to guide its evolution. Let thenth interaction take place at the point of tifg
The system is allowed to evolve for some time, after whichO=t;<t,< ... ;then we have a value of dominance defined
its state is again ascertained and control exerted again. Tteg each point of timé; . However, it may be argued that the
state of the system at any time is represented as a point in thigne intervalt;—t;_; may not be same for all values of
problem space or the state space; one starts from the initidlhis interval will in general be shorter at those points of time
state and guides the system toward a final goal state throughhen the system changes faster. To avoid this, we stipulate
a number of intermediate states called sub goal sta@fs. that the cognitive agent decide upon an interval of duratjon
course, the important part in this process is to decide upoand control be exerted on the system whéakes the values

II. DOMINANCE IN INTERACTION
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0,7,27, . .., etc. The durationy is chosen small enough so A. Modeled as Brownian motion
that the system is adequately controlled at all times. Intfact

need not denotg time at all; it can be any Qrder|ng that Snteractions between the agents in a pair satisfy the following
naturally associated with the problem solving process 'nassumptionS'

WrT'Ch _Igﬁlsevtrre ql’(')e;t'o: nofv\lljr;equarI] |:1dte:vzli ma;r/1 r:i(zt teven Al. The action taken by a pair at any stage is indepen-
filmsee.serigsﬁat;lfess thgavalu?ém gacowsheerzt fakec;(;ﬁesvaruz : dent of the actions taken by any par, including it
- Say, self, on previous stages, i.e., the random variables

mo. Y0,Y,,....Y1,,..., are independent of each other.
A2. The random variable¥,,Y,,....Y|,,..., form a sta-
tionary sequence.
IIl. MODELING ACCUMULATED DOMINANCE We will say more about assumption Al later. Assump-
) ) ) ) tion A2, however, is plausible when one considers the fact
Let us now consider an experiment in which there are gy, gifferent pairs would adopt different ways to solve the
number of pairs, each pair consisting of a cognitive agentyme proplem. At any point of time, therefore, different pairs

As a first step in modeling, consider the case where the

| 8 and f h pait in thi | bersome, we set, for dl] the mearE[ Y|, ]=0 and the vari-
our sample spacl and for each paiw in this sample space anceE[ (Y, 77)2]=u, for some constant. From the central

the do_mlnfance of J.[he cognitive agent over the COMPUUNG; it theorem it then follows that, at=k» for some large,
agent is either positive or negative or zero at any point o

) . ) )k he accumulated dominan¢gt=Kkz) is a random variable
interaction. If we consider a number of consecutive interac-

i th lated domi @t th d of th int which is normally distributed with a meaeroand variance
lons, theaccumulated dominan € end ot these INter 5 hortional tot, we write the variance as?t; o2= vl 7.

actions is given by adding the values &for each of these Similarly for h=k and largek, the incrementX(t-+h)

interactions. In meaningful interactions, the cognitive agent_ X(1), is normally distributed with meaperoand variance

at each stage takes stock of what has happened up to thg&h_ Furthermore, the incrementX(7)—X(0), X(37)

stage in order to decide upon a suitable action. Hence only X(27),.... are random variables which are independent of

the dominance as accumulated from the previous stages is . . .
. . . €ach other. To model this process we seek a continuous time
essential. LeX,(t) be the variable denoting the accumula-

: . . stochastic process that will have all of these characteristics
tion of dominance, for the paiw; then we have foi =1, for all finite values oft. Up to now we have been measurin
X, (t=17)==21_15 and X,(0)=0. Here 8, denotes the =P g

value of dominance for the pais att=1 7. If we now con- dominance at discrete time points®7,..., etc. As we pass

sider the set of all pairs and fix our attention on the interac>" to the limity—0, X(t) in Eq. (1) has to be constructed as

. o . . i a normalized sum of the random variabMs,, in order for
tions att=i 7, the collection of the values of dominanég, . L g .

. ; . . . .. it to remain finite for finitet. Such a construction already
taken across all the pairs, at this point of time will constitute

a random variable which we denote iy, . More explicitly exists in the form of théNiener proces®r the Brownian

. ) . motion':? Brownian motion is the limiting distribution of
Y;, is a random variable defined on the sample spQce ) .
n P the sum of normalized step lengths in a random walk. Hence
which mapsw— &, i=0,1,2,... .

. . as our first model of the accumulation of dominance we re-
For each samplav we have the sample time series

X, (1), and the ensemble of these series constitutes a stoch% —2 fiir;[r;(e g;ﬁl rg;eoﬁrg]c:zzrgyléhse (;ggt}nhiogsrlrgeoig\:n'an
tic process which we denote bBy. By X(t) we denote an- ' p'e sp P 9

. . . random variableX(t) now satisfies the following:
other random variable defined &b which mapsw— X, (t) . . _
or, more explicitly, (BM1) With probabilityl,X(0)=0, value of accumu-

lated dominance is zero to start with.

-1 (BM2) For anyt=0 andh>0 the incremeniX(t+h)
X(t=ln)=>, Yi,, =1, andX(0)=0. (1) —X(t) is normally distributed with mean 0 and
1=0 variances?h or
The stochastic processé contains the statistical information P((X(t+h)—X())=<X)
regarding the accumulation of dominance; we propose to
find a model for this process. We will build this model in 1 X
three successive stages and to facilitate this process we reca- =—— J exp(-u?/20*h)du. ()
pitulate the following definitions! oy2mh/ -
The stochastic process is self-similar with the self- (BM3) If 0<t;<t,...<t,,, then the increments
similarity parameter Hf for any positive stretching fac- X(ty) = X(tq),X(tg) = X(tg),. ... X(tom)
tor s, the random variablX(t) and the re-scaled random —X(tym_1) are independent.
variables™"X(st), have identical distribution. Here P(A) as usual denotes the probability of the evént
The stochastic proced§hasstationary increments for ando? is the constant defined before.
any incrementh, the random variableX(t+h)—X(t) In a real problem solving process, however, the domi-
has distribution independent af nance at any stage will depend upon the nature of interaction
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that precedes it. Moreover, a kind of interaction that is inde-  To explore the properties of this self-similar process
pendent of the past will certainly not represent a friendlywe setX(0)=0 with probability 1, implying that value of
interaction, as can be seen by analyzing interactions betwedghe dominance is zero to start with, and since the process is
humans. Friendly interactions evolve over a period of time self-similar we can seE[X(t)]=0 for all t. We also set?
future interactions depend upon the past, or the process in=E[(X(t+1)—X(t))?]=E[(X(1))?]; the second equality
corporates a memory. Furthermore, if a problem is cognifollows from the stationarity in increments. The following
tively transparent then there is no need to interact with @re now easily establishéiThe variance of a general incre-
computing agent friendly or otherwise except for routinement at any time and for anyh>0, is given by
computations; similarly, it would be a waste of cognitive o 25 o1 oH

effort not to compute the solution of a problem straight away ELX () =X(0))T]=E[(X() =X(t=h)"]=o"h (é)

if a competent algorithm exists. In dealing with problems

that do not admit such ready resolution, the cognitive agendimilarly, at any timet and for anyh;,h,>0 covariance
needs to interact with the computing agent to clarify thePetween a past incremeM{(t) —X(t—h;) and a future in-
problem at hand. In friendly interactions an amount of com-crementX(t+h,) —X(t) is given by

putation leads to an amount of cognitive transparency. Thig[ (x(t)— X(t—h,))(X(t+hy) — X(t))]

will in turn induce cognitive action. The cognitive agent will
be encouraged to try novel methods which are more efficient
or are better able to tackle the inherent difficulties of the
problem. For the same reason, after an amount of cognitiv
effort the cognitive agent will feel a need for computation in
order to gain further insight. In other words, in a friendly
interaction neither cognition nor computation should domi-
nate persistently. This again is true for interactions betwee
humans; long term cooperative interactions exist where thg(k)=E[D;D;,]=E[D1D1+]

participants need help from each other and none dominate )

persistently. More to the point, if we want to ascertain that a _ ‘T_[(k+ 1)2H_2k2H 4 (k—1)2M]. (5)
person is friendly, then we study the interactions of this per- 2

son with a number of different persons over a period of timeyynen H = 1, x(K)=02, and whenH>1, x(k) increases

and determine if the statistical nature of all these interactionﬁwnotom(m|y withk. Hence wherH= 1. the correlation be-

incorporates memory and does not show a persistent acCgeen the increments in accumulated dominance calculated
mulation of dominance. Therefore, to model the accumulaz; wvo different points of time either remains constant or

tion of dominance in a cogpnition friendly interaction, we grq\ys indefinitely as the two points move farther apart. This
necessarily need a variation of the Brownian motion that hag,, hardly be the case with meaningful interactions. We

(i) amemoryand is(ii) antipersistentthe meaning of these arefore confine our attention to valueskbin the interval
two terms will be made precise in the following section. o<1 ForH= 1/2, x(k)=0, indicating that future and
past are uncorrelated. For all other value$iah the interval
o ) _ (0, 1), x(k) is positive for finite values ok and tends tazero
B. Modeled as a self-similar process with stationary as k—x. More precisely,x(K)/(H(2H—-1)k?""2) -1 as
increments i
k—. Hence the self-similar proces§ can only represent
It is easily shown that Brownian motion is a self-similar the accumulation of dominance in meaningful interactions if
process with self-similarity parametdr=1/2, and that it has the self-similarity parameted lies in the interval(0, 1).
finite variance and stationary increments. Furthermore as At any pointt the nature of correlation between the past
stipulated in(BM3) the increments are independent. In factand future increments are given by the value of covariance in
Brownian motion is the unique Gaussian process that haBq. (4). This value is zero only wheil=1/2 (Brownian
these propertie¥ For our purpose, the simplest variation motion); for all other possible values dfl it is nonzero,
would be one which retains all the above characteristics bundicating that future increments are correlated to the past
drops the independence of increments, i.e., drops assumptiégmcrements. One generally says that the process has a
(Al). Can such a process be constructed which can serve asemorywhenH # 1/2; our first requirement for friendly in-
a model of the accumulation of dominance? The answer is iteraction. When &H<1/2, thecovariance is negative and
the affirmative according to a limit theorem by Lampert?  this is referred to by saying that the procesansipersistent
and we have the following: In terms of dominance this means that, on the average, if at
Let us drop assumption Al but retain A2, i.e(y, any point of timet it is found that one of the participants in
Y, Y1y, form a stationary sequence of randoma pair has dominated in the recent past, then there will be a
variables but are not necessarily independent of eactendency for the other participant to dominate in the near
other. Lamperti's theorem now affirms that there exists &uture. This satisfies our second requirement. Hence we con-
continuous time stochastic processwhich models ac- clude the following:
cumulated dominance, with the property that this process A statistical model of the accumulation of dominance in
X is self-similar and has stationary increments, and that  a cognition friendly interaction is a continuous time sto-
the self-similarity parametdt>0. chastic processX which is self-similar with the self-

0_2
= 5 ((hy+hy)?"—hZ"—n3"). @

?‘0 put a bound on the value of the self-similarity parameter,
consider the sequence of increments in dominarge:
=X(i)—X(i—1), i=1. The covariance betweeD; and
P‘*k’ k>0, is given by
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similarity parameter H confined to ©H<1/2, and C. Modeled as fractional Brownian motion

which has stationary increment. _ N If the random variables(o,Y,,....Y,, ..., are weakly
When 1/2<H<1 the covariance in Ed4) is positive and  gependent, then it is possible frto be Gaussian, whereas
we say that the process incorporafessistenidominance.  sirong dependency can sometimes result in a non-Gaussian
The fact still remains thag(k) is nonzero for arbitrarily  prcess Although this is not an impediment for most of the
large values ok. Does this mean that at any point of time a st of this article, some of the points we make will not hold
cognitive agent takes into account all past interactions insyrongly for non-Gaussian processes. We therefore make the
order to conduct the present interaction or is this fact an|iowing modification to our model. Let us require that in
aberration arising from our modeling technique? The quesaqgition to possessing the properties described in Sec. B, the
tion is answered by considering the central property of OUkiochastic proces¥ modeling the accumulated dominance
model: that the process is self-similar. To see this considegisg he Gaussian. It then follows thxt is a fractional
restgting self-similarity as followsX is self-similar is  gyownian motionFBM) as proposed by Mandelbrot and Van
equivalent to the statement Ness!® In fact FBM is the unique Gaussian process that has
finite variance and stationary increments, and is self-similar
with the self similarity parametetl e (0,1).** More explic-
itly, if the processX is anFBM, then the corresponding ran-
s>0. dom variableX(t) satisfies the followind?
(FBM1) with probability 1,X(0)=0,
(FBM2) for anyt=0 andh>0 the incremeniX(t+h)

P(X(t+h)—X(t)<x)=P(s "X(st+sh)—X(st)<x),

In other words the statistical nature of the stochastic process — X(t) is normally distributed with mean 0 and
X when considered over a time intervalt(+ h) is indistin- varianceo?h?" or

guishable from the statistical nature of the stochastic process

s "X when considered over the time interv@t, st+sh). P(X(t+h)—=X(t)<x)

Interactions over a larger interval when viewed in lesser de-

tail would have the same characteristics as interactions over _ j X exp —1¥202h2H)du

a smaller interval when viewed in greater detail. Hence a 2moht) -« '
cognitive agent does not have to remember the past in all its - .

exact details in order to influence the present and the neA_llence requirng thak be Gaussian leads tp: .
future. Past interactions over longer intervals of time need The statls_n_cal ”?Ode' O.f the ac_cum_ulatlon of domlnance
only be captured with lesser details. Furthermore in contrast In a cognition friendly Interaction, 1S an FBM W.'th the
to deterministic self-similarity where the same pattern re- seli-similarity parameter H confined to the interval
peats itselfexactlyat various scales, in a statistically self- A 2'. . .

similar process what remains same at various time scales (})% The following question now arises. Suppose we conduct

not the exact pattern of the process but the general trend € experiment as d.ISCUSSGd abov_g 1.e., we tgke a qumb_er of
%alrs, each consisting of a cognitive agent in conjunction

the process. Again what needs to be remembered by a cog- h fth ; d obtain the ti
nitive agent is the general trend or the qualitative nature o Ith a copy of the same computing agent and obtain the time

the pattern of past interactions. Depending upon their abili-senﬁs for arllccurr?ulated do_mmance fgr;zach ']3?”-:'0‘(” would

ties, different cognitive agents will capture this pattern toVe goliNt atft E mrt]eractlons recorde ;_ﬂ? riendly mltlerac-

different levels of approximations. These aspects, we ma§)0”_5- etSy(f) be t_e power spectrum of. it IS generally
fined as the Fourier transform of the 2-point autocorrela-

note, are also the predominant aspects in the interactions Q ¢ on EFX(t4 )X E .
humans with fellow humans. tion function E[ X(t+h)X(t)]. For nonstationary processes

The other central characteristic of our model stipulateéhIS IS not well .defmed. O_ne can, hgwgver, use f||ter|ng-f
that the process has stationary increments. In other word quaring-averaging operations to obtain ‘an estimate o

observation of the accumulation of dominance during som k(f)'flf Xis ar:ijI]BM, tfhinl}‘;)ur allhpractlca(Iijurposels 'td's
time interval of lengtth will only reveal the statistical nature ta eE 2?_: ?_rfrf;[ﬁg)'_t' iy 2‘ h ' whergu an arer:e ate |
of dominance in this interval; it will not reveal the point of asu= ' ence If the stochastic process that results

time when the observations were made, or the collective pdfom our experiment reflects a cognition friendly interaction,
havior of the pairs, considered at different points of time, aréhen the spectral density function will obey the power law

indistinguishable. In other words, as time progresses the in- g (f)c1/fY with 1<u<?2. (6)
trinsic character of the problem-solving process remains the

same. Thi; again is quite natural because of the followinqv_ STATISTICAL COMPLEXITY OF THE

reasons. First, recall that the nature of the computing ageniTERACTIONS

does not change while solving a given problem. Second, it is

unlikely that, on average, the cognitive capabilities of the  We now seek to understand the influence of the self-
cognitive agents would significantly change during a singlesimilarity parameter on the intrinsic nature of the interaction.
problem-solving process. Hence the central characteristics ¢ddere by intrinsic nature we meaomplexitywhich encom-

our model that of self-similarity and of stationary incrementspasses factors like dominance, friendliness, memory etc., i.e.,
only reflect some of the fundamental aspects of interactionfactors that are fundamental to this analysis. We have up to
which involve humans. now portrayed the interaction as persistent or antipersistent
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only. Can we take the next step and quantify the complexity  As for partnership, consider a pairin the sample space
of the interaction process and see how this varies Wizin ) and the corresponding time seri¥s(t), which records
the recent past a great many measures of complexity hawte accumulation of dominance for this pairXf(t) is posi-
been proposed. These reflect the attempts by various worketise at some point of timé, then on balance, the cognitive
to quantify their intuitive understanding of structures, pat-agent has had a dominant contribution to the problem-
terns, and relationships ingrained in interesting systems ansblving process in the intervg0,t], and a similar conclusion
processes. Of course, the notions of structure and pattern anelds for the computing agent wheX,(t) is negative.
intimately related to the more basic notions of order andHence a measure of partnership between cognition and com-
disorder. Measures of complexity importantly, therefore, capputation can be obtained by measuring the frequency with
ture a measure of order or disorder. Some complexity meawhich X, (t) changes sign. Thgraph of X, (t) is nothing
sures increase with order, while others increase wittbut the set of pointét,X,(t)} in R? and thezerosebf X ,(t)
disordert® However, the measures that are intuitively mostis the set of points at which the graphXf(t) intersects the
satisfying are those that assign very low values of complextime axis. SinceX(t) is a sample function of a self-similar
ity to systems that are either completely ordered or comstochastic process, it follows that its zeroset is self-similar
pletely disordered. This point of view holds that a completelyand hence has a well defined Hausdorff and box dimertion.
ordered system like a perfect crystal and a completely disort can be shown under very general conditions that, with
dered system like a box of gas molecules in equilibrium argrobability 1, the sample graph of a self-similar process with
systems which have virtually no complexit¥sComplex  self-similarity parameteH has a Hausdorff dimensiéh?
systems are positioned in between order and chaos and thi—H). Hence the zeroset of ,(t) for any pairw has a
somehow imparts them interesting characteristics like thélausdorff dimension
ability to adapt to the environment and be robust and fault d=
tolerant. An important class of complexity measures that =1-H. (8)
vanish in the extreme order and disorder limit are termed agVe take this Hausdorff measudeas a measure gfartner-
statistical complexitymeasures. The word statistical servesship between cognition and computation in any pair. Note
the obvious purpose of distinguishing these measures fronhat partnership is a measure and is defined for each pair in
deterministic complexities such as the Kolmogorov—Chaitinthe ensemble of all pairs. Since it is the same for each pair, it
complexity'® A number of statistical complexity measures can also be thought of as a measure pertaining to the entire
have been proposed in the literature, again these strive tensemble of pairs. On the other hand, persistence and anti-
measure intrinsic features like patterns, correlations, selfpersistence, as discussed in Sec. Ill B, are not quantitative
organization, etc. We refer the reader to Ref. 19 for a reviewneasures, they qualify the nature of interaction and are only
and discussion of such measures. The measure of complexigiefined for the ensemble taken as a whole. However, one can
we propose is statistical in nature and serves as a measuretpink of a degree of persistence and a degree of antipersis-
correlation and partnership: correlation between past and fuence in terms of partnership, or the valuesdpfn the fol-
ture and partnership between cognition and computation. lowing manner. We say that the degree of antipersistence
Suppose we have made observations over the duratidncreases asl decreases from 1/2 to 0, because in this chse
[0,T]. Then a measure of correlation between the past anghcreases from 1/2 to 1. Similarly the degree of persistence
the future can be obtained by fixing our attention at the poinincreases abl increases from 1/2 to 1, because in this cdse
of time T/2 and, relative to this point, evaluating the corre- decreases from 1/2 to 0. Henek=1 andH =0 represent,
lation between the accumulation of dominance in the pastespectively, the highest levels of persistence and antipersis-
which is {X(T/2)—X(0)}, and the future accumulation of tence within our range of inquiry.
dominance, which igX(T)—X(T/2)}. A generalization of Our measure of complexity depends upon the measures
this concept would be to fix our attention at any point of timeof intrinsic correlation and partnership and we formulate it
t and measure the correlation between the random variabless:
X(t)—X(t—h)} and{X(t+h)—X(t)}, for some duratiothn. B
{Such a correla%ion is{ given by } C=[pld=[22""1-1|(1-H). ©
Figure 1 shows the behavior &f against the self-similarity
p= EL(X(®) — X(t=h)(X(t+h) = X(1))] parameterC=0 whenH=1. This we recall is the situation
{E[(X(t) = X(t— h))2]1E[(X(t+h)— X(t))z]}”2 of perfect correlation; here the random variables representing
_o2H-1_4 R past and future increments are linearly related or

|l =1e{X(t+h) = X(1)} =a{X(t) = X(t=h)} +b,

The last step follows from Eq§3) and(4). It is interesting to
note thatp is independent of bothandh and depends upon for some constanta andh. At any point of time, therefore,
the self-similarity parametdd only, hence we feel justified the future dominance is related to the past dominance by the
in using it as the measure of thetrinsic correlationsin-  same linear law for every pair. This rigidity in pattern is
grained in the interaction$d =1 impliesp=1, correspond- brought about by the fact th&t=1 also corresponds to the
ing to the situation of perfect correlatioid =1/2, on the highest level of dominance. There are no interactions in this
other hand, impliep=0, future and past are uncorrelated; in case. One agent in each pair dictates the problem-solving
case of arFBM these are independent as the process reducgsocess. As a result the complexiB/which quantifies part-

to Brownian motion. nership in interactions vanishe€. also vanishes wheh
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0.5 T T T T T T T I 1 and a computing software appropriate for this problem. This
software need not have the capability to tackle all aspects of
04" 7] the problem chosen, nor need it be a friendly software. All
03 ] we want is an initial computing agent to start with. Let a
o number of experts work with this initial software, each inter-
02 - acting with a copy of his or her own. The experts work with

the software and add new modules in order to add new func-
tionality and enhance the already existing ones. Every time
] 1| ] ] I an expert adds a new module, she does so that the computa-
0 01 02 03 04 05 06 07 08 09 1 tion carried out by this module clarifies some aspect of the
problem which she has encountered. Moreover, when an ex-
pert decides upon a new module, all copies of the software
FIG. 1. Meagure of complexitg as a function pf the self-similarity param- dare simultaneously updated by the inclusion of this new
eterH. C vanishes when past and future dominance are perfectly correlated, . . .
ie,H=1, and when they are independent, ild=1/2, and is nonzero nodule. Different experts will add different modules because
elsewhere. For friendly interactior8,which measures correlation and part- they have different ways of solving the same problem. The
nership increases a$ decreases from 1/2 to 81=1 andH=0 represent,  software will undergo a process of evolution. What it evolves
:Zizzcg;/(ier:)é,uti?; highest levels of persistence and antipersistence within ouhto will depend upon what modules are added and most
importantly how they are linked to each other.

Now, the basic software can only be improved as much
=1/2 and this is due to the fact that future and past interacS the experts are capable of. For example, mathematicians at
tions are now independent. Although the agents interact, thB'€Sent have a certain degree of understanding of turbulent
interaction incorporates no structure. Finally for friendly in- lOW- Any software being created to help solve problems in

teractions the complexity increasestaslecreases from 1/2 turbulent flow can only be as good as this current under-
to 0. standing. More generally, at any stage of problem solving,

the cognitive agents collectively will have a certain degree of
understanding of the problem. The limit to this understand-

V. EVOLUTION OF A FRIENDLY SOFTWARE: A ing will put a limit on the evolution of the software. In other
RESEARCH PROPOSAL words, a stage will come when addition of further modules

In keeping with the theme of this special issue, we nowwill not add new functionality, because all known aspects of
develop a line of inquiry that will lead to questions for the the problem have already been covered. When this happens
general reader. We have formulated the concept of cognitiowe say that the software has evolved tstationary stateAs
friendliness and have discussed its characteristics, the quethe software evolves the process of interaction with the soft-
tion that naturally arises is: how can a software be built thatvare also evolvesWill this interaction evolve to a friendly
will exhibit friendliness? The attribute of cognition friendli- one when the software evolves to a stationary statiethis
ness is most likely to be achieved through a process of evgeoint one may wonder as to why we think that stationary
lution. In fact, many systems that exhilitf fluctuations in  softwares would lead to friendly interaction. To clarify this
some of their parameters are systems that have evolved witht us analyze the interaction with the stationary software.
time.> Hence a more pertinent question would béiat man- Consider the state of affairs where the computing agent
ner of evolution must a software undergo in order to achieven each pair is the stationary software. Suppose that the
cognition friendlines? In the following we sketch a possible problem-solving activity has been divided in to a number of
path toward an answer, or offer a research proposal to tackkgub tasks. At any stage the action taken will be with regard to
the above question, by indicating how evolutionary pro-one or more sub tasks that are being performed at that stage.
cesses may be associated with the process of friendly inteBuppose théth sub taskT® is initiated at timet, by the pair
action. w. Let Xﬁ(t) be the contribution to the accumulated domi-

Our proposal exploits the concepts#lf-organized criti-  nanceX, (t) by this subtask. As time increases the accumu-
cality as formulated by Balet al?! The canonical example lation X¥(t) will increase whenever the cognitive agent
they give considers building a pile of sand by adding onedominates and decrease whenever the computing agent
grain at a time at random positions. As the pile grows thedominates with regard to the sub ta&k For those stages
addition of new grains causes big and small avalanches. Avhere no action is taken with regard T8, or where there is
some point the pile ceases to grow: additional grains onlyagreement between the agents, this accumulation will remain
cause other grains to fall off the pile — the pile has reachedinchanged. At time, the accumulatior*xﬁ,(t) is zero be-
a statistically stationary state. At this point addition of newcause the task¥ is initiated at this point. Suppose this ac-
grains will cause avalanches of all sizes, possible for theumulation increases and then decreases to become zero
system, with power law spatial and temporal distributionagain at time,. In analogy with the sand pile model, we say
functions. The pile is said to have achieved a self-organizethat there has been latype avalanche of positive accumu-
critical state. Analogous to this process, let us consider th&ated dominance)('fu(t) having a lifetime {,—t;). Clearly,
following manner of evolution of a software, in which we by the timet,, the computing agent has started to dominate
expect it to achieve cognition friendliness when it hasas far as the sub tasK is concerned. From timg, onward
evolved to a stationary state. Choose a particular problerthe accumulation(ﬁ(t) will most probably proceed through

0.1 h
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negative values and this negative accumulation will rise up A software engineer will need to sort out technical de-
toward zero when the cognitive agent starts dominatingails in addition to the concepts discussed above to build a
again. Suppose the zero value is attained again at the tinfeéendly software. One has to figure out not only how to link
t3; we then have &-type avalanche of negative accumulatedthe modules to build the software, but also how to prune the
dominance having a lifetimet{—t,). This is a computation software to remove modules which may have ceased to be of
dominated avalanche while the former was cognition domitelevance’ Like many systems that have undergone evolu-
nated. tion, the friendly software will necessarily have as a feature
The total accumulated dominaneg,(t) at any pointt ~ an amount of redundancy. Different modules may be func-
for any pair is nothing but the net accumulation obtained bytionally very similar but are there because different experts
a linear superimposition of all types of avalanches, correprefer different ways to tackle the same problem. This is,
sponding to different sub tasks that are active at the goint however, different from the case where for some reason a
These avalanches will have all possible lifetimes. Chrisimodule has lost relevance and is not being used, perhaps
tensenet al?? have studied the avalanches that are createtiecause problem-solving methods have been improved in
when the stationary sand pile is perturbed by adding graingeneral. To prevent the software from becoming unnecessar-
of sand. To each avalanche they associate a dissipation ratl. unwieldy a marker can be set up which monitors the
The total dissipation ratg(t) at any given time is given by  modules and expunges those which have not been used for a
the linear superposition of the individual dissipation ratespreset length of use.
produced by the individual avalanches operating at tinhe Finally, this paper only takes the first step in introducing
fact j(t) in their context is similar toX,,(t) in our context. the concept of cognition friendliness and defining it in terms
They show that for the stationary sand piles the power spemf quantities that can be measured in an experiment. We
trum of total dissipation obeys a power law: this is the sig-believe the model developed can form a basis to start formu-
nature of self-organized criticality. We therefore expect thelating further meaningful questions regarding the notion of
stochastic procesX to have a power spectru®y(f)«1/fY  friendliness between humans and computers and devising
when the software used by each pair is the stationary softmethods for building friendly computer softwares.
ware. When this happens we say that the interaction has
evolved to a state of self-organized criticality. If in additon  ACKNOWLEDGMENT
lies in the interval X u<2, then according to Eq6) the

interaction is cognition friendly. The author wishes to thank John Hansen for many illu-

minating discussions and clarifications.
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